
still conforming to ordering constraints imposed by the form
designer.
Form designers may also want to specify other forms of

constraints on form layout, such as a partial ordering over
the questions that must be respected. The greedy approach
can accommodate such constraints by restricting the choice of
fields at every step to match the partial order.

A. Reordering Questions during Data Entry
In electronic form settings, we can take our ordering notion

a step further, and dynamically reorder questions in a form as
they are entered. This approach can be appropriate for scenar-
ios when data entry workers input one value at a time, such
as on small mobile devices. We can apply the same greedy
information gain criterion as in Algorithm 1, but update the
calculations with the actual responses to previous questions.
Assuming questions G = {F1, . . . , Fi} have already been
filled in with values g = {f1, . . . , fn}, the next question is
selected by maximizing:

H(Fi | G = g)

= −
∑

fi

P (Fi = fi | G = g) log P (Fi = fi | G = g). (7)

Notice that this objective is the same as Equation 4, except
using the actual responses entered into previous questions,
rather than taking a weighted average over all possible values.
Constraints specified by the form designer, such as topical
grouping, can also be respected in the dynamic framework by
restricting the selection of next questions at every step.
In general, dynamic reordering can be particularly useful in

scenarios where the input of one value determines the value
of another. For example, in a form with questions for gender
and pregnant, a response of male for the former dictates the
value and potential information gain of the latter. However,
dynamic reordering presents a drawback in that it may confuse
data entry workers who routinely enter information into the
same form, and have come to expect a specific question order.
Determining the tradeoff between these opposing concerns is
a human factors issue that depends on both the application
domain and the user interface employed.

VI. QUESTION RE-ASKING
After a form instance is entered, the probabilistic model is

again applied for the purpose of identifying errorsmade during
entry. Because this determination is made immediately after
form submission, USHER can choose to re-ask questions for
which there may be an error. By focusing the re-asking effort
only on questions that were likely to be mis-entered, USHER is
likely to catch mistakes at a small incremental cost to the data
entry worker. Our approach is a data-driven alternative to the
expensive practice of double-entry, where every question is re-
asked — we focus re-asking effort only on question responses
that are unlikely with respect to the other form responses.
USHER estimates a contextualized error likelihood for each

question response, i.e., a probability of error that is dependent
on every other field response. The intuition behind error
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Fig. 5. A graphical model with explicit error modeling. Here, Di represents
the actual input provided by the data entry worker for the ith question,
and Fi is the correct unobserved value of that question that we wish to
predict. The rectangular plate around the center variables denotes that those
variables are repeated for each of the N form questions. The F variables
are connected by edges z ∈ Z, representing the relationships discovered in
the structure learning process; this is the same structure used for the question
ordering component. Variable θi represents the “error” distribution, which in
our current model is uniform over all possible values. Variable Ri is a hidden
binary indicator variable specifying whether the entered data was erroneous;
its probability λi is drawn from a Beta prior with fixed hyperparameters α
and β.

detection is straightforward: questions whose responses are
“unexpected,” with respect to the rest of the input responses,
are more likely to be incorrect.
To formally incorporate this notion, we extend our Bayesian

network from Section IV using a more sophisticated model
that ties together intended and actual question responses.
Specifically, each question is augmented with additional nodes
capturing a probabilistic view of entry error. Under this
new representation, the ith question is represented with the
following set of random variables:

• Fi: the correct value for the question, which is unknown
to the system, and thus a hidden variable.

• Di: the question response provided by the data entry
worker, an observed variable.

• θi: the probability distribution of values that are entered
as mistakes, which is a single fixed distribution per
question. We call θi the error distribution.

• Ri: a binary variable specifying whether an error was
made in this question.

Additionally, we introduce a random variable λ shared across
all questions, specifying how likely errors are to occur for
a typical question of that form submission. Note that the
relationships between field values discovered during structure
learning are still part of the graph, so that error detection is
based on the totality of form responses. We call the Bayesian
network augmented with these additional random variables the
error model.
As before, the Fi random variables are connected according

to the learned structure explained in Section IV. Within


