
Fig. 8. Mockups of some simple dynamic data entry widgets illustrating various design options.

ACKNOWLEDGMENTS
The authors thank Yaw Anokwa, Michael Bernstein, S.R.K.

Branavan, Tyson Condie, Heather Dolan, Max van Kleek,
Neal Lesh, Alice Lin, Jamie Lockwood, Bob McCarthy, Tom
Piazza, and Christine Robson for their helpful comments and
suggestions.

REFERENCES
[1] T. Dasu and T. Johnson, Exploratory Data Mining and Data Cleaning.

Wiley Series in Probability and Statistics, 2003.
[2] C. Batini and M. Scannapieco, Data Quality: Concepts, Methodologies

and Techniques. Springer, 2006.
[3] R. M. Graves, F. J. Fowler, M. P. Couper, J. M. Lepkowski, E. Singer,

and R. Tourangeau, Survey Methodology. Wiley-Interscience, 2004.
[4] J. Lee, “Address to who staff,” http://www.who.int/dg/lee/speeches/

2003/21 07/en, World Health Organization, 2003.
[5] J. V. D. Broeck, M. Mackay, N. Mpontshane, A. K. K. Luabeya,

M. Chhagan, and M. L. Bennish, “Maintaining data integrity in a rural
clinical trial,” Controlled Clinical Trials, 2007.

[6] R. McCarthy and T. Piazza, “Personal interview,” University of Califor-
nia at Berkeley Survey Research Center, 2009.

[7] S. Patnaik, E. Brunskill, and W. Thies, “Evaluating the accuracy of data
collection on mobile phones: A study of forms, sms, and voice,” 2009.

[8] J. M. Hellerstein, “Quantitative data cleaning for large databases,”
United Nations Economic Commission for Europe (UNECE), 2008.

[9] K. Z. Gajos, D. S. Weld, and J. O. Wobbrock, “Decision-theoretic user
interface generation,” in AAAI’08. AAAI Press, 2008, pp. 1532–1536.

[10] A. Ali and C. Meek, “Predictive models of form filling,” Microsoft
Research, Tech. Rep. MSR-TR-2009-1, Jan. 2009.

[11] Y. Yu, J. A. Stamberger, A. Manoharan, and A. Paepcke, “Ecopod: a
mobile tool for community based biodiversity collection building,” in
JCDL, 2006.

[12] S. Day, P. Fayers, and D. Harvey, “Double data entry: what value, what
price?” Controlled Clinical Trials, 1998.

[13] D. W. King and R. Lashley, “A quantifiable alternative to double data
entry,” Controlled Clinical Trials, 2000.

[14] K. Kleinman, “Adaptive double data entry: a probabilistic tool for
choosing which forms to reenter,” Controlled Clinical Trials, 2001.

[15] K. L. Norman, “Online survey design guide,” http://lap.umd.edu/
survey design.

[16] A. Hartemink, “Banjo: Bayesian network inference with java objects,”
http://www.cs.duke.edu/∼amink/software/banjo.

[17] F. G. Cozman, “Javabayes - bayesian networks in java,” http://www.
cs.cmu.edu/∼javabayes.

[18] Microsoft Research Cambridge, “Infer.net,” http://research.microsoft.
com/en-us/um/cambridge/projects/infernet.

[19] D. Heckerman, D. Geiger, and D. M. Chickering, “Learning bayesian
networks: The combination of knowledge and statistical data,” Machine
Learning, vol. 20, no. 3, pp. 197–243, 1995.

[20] F. Jelinek and R. L. Mercer, “Interpolated estimation of markov source
parameters from sparse data,” in Proceedings of the Workshop on Pattern
Recognition in Practice, 1980.

[21] C. M. Bishop, Pattern Recognition and Machine Learning. Springer,
2007.

[22] J. M. Bernardo and A. F. Smith, Bayesian Theory. Wiley Series in
Probability and Statistics, 2000.

[23] T. P. Minka, “Expectation propagation for approximate bayesian infer-
ence,” in Proceedings of the Conference in Uncertainty in Artificial
Intelligence, 2001.

[24] U. C. Berkeley, “Survey documentation and analysis,” http://sda.
berkeley.edu.

[25] W. Willett, “Scented widgets: Improving navigation cues with embed-
ded visualizations,” IEEE Transactions on Visualization and Computer
Graphics, 2007.


