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Fig. 7. Results of the re-asking simulation experiment. In each case, the x-axis measures how many questions we are allowed to re-ask, and the y-axis
measures whether we correctly identify all erroneous questions within that number of re-asks. The error probability indicates the rate at which we simulate
errors in the original data. Results for the survey data are shown at top, and for the HIV/AIDS data at bottom.

and applies it to interactive data entry via question order-

ing and re-asking. This raises questions about the human-

computer interactions inherent in electronic form-filling, which

are typically device- and application-dependent. For example,

in one of our applications, we are interested in how data

quality interactions play out on mobile devices in developing

countries, as in the Tanzanian patient forms we examined

above. But similar questions arise in traditional online forms

like web surveys. In this section we outline some broad design

considerations that arise from the probabilistic power of the

models and algorithms in Usher. We leave the investigation of

specific interfaces and their evaluation in various contexts to

future work.

While an interactive Usher-based interface is presenting

questions (either one-by-one or in groups), it can infer a

probability for each possible answer to the next question; those

probabilities are “contextualized” (conditioned) by previous

answers. The resulting quantitative probabilities can be ex-

posed to users in different manners and at different times. We

taxonomize some of these design options as follows:

1) Time of exposure: friction and assessment. The prob-

ability of an answer can be exposed in an interface

before the user chooses their answer. This is often

done to improve user speed by adjusting the friction

of entering different answers: likely results become

easy or attractive to enter, unlikely results require more

work. Examples of data-driven variance in friction in-

clude type-ahead mechanisms in textfields, and “popular

choice” items repeated at the top of drop-down lists,

and direct decoration (e.g. coloring or font-size) of each

choice in accordance with its probability. A downside

of this “beforehand” exposure of answer probabilities is

the potential to bias answers. Alternatively, probabilities

may be exposed in the interface only after the user

selects an answer. This becomes a form of assessment,

for example by flagging unlikely choices as potential

outliers. This assessment can be seen as a “soft” proba-

bilistic version of the constraint violation visualizations

commonly found in web forms (e.g. the “red star” that

often shows up next to forbidden or missing entries).

Post-hoc assessment arguably has less of a biasing affect

than friction. This is both because users choose initial

answers without knowledge of the model’s predictions,

and because users may be less likely to modify previous

answers than they would be to change their minds before

entry.

2) Explicitness of exposure: Feedback mechanisms in

adaptive interfaces vary in terms of how explicitly they

intervene in the user’s task. Gajos et al. proposed elective

versus mandatory adaptations as an axis to consider. For

instance, a combo-box that sorts its values based on

likelihood is mandatory with a high level of friction;

whereas a combo-box with a split-menu, mentioned

above, is elective — the user can choose to ignore

the popular choices and do a traditional alphabetical

search through the list. Another important consideration


